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Abstract  

The purpose of the article is to highlight key aspects of improving the economic and legal regulation of the use of technologies based on artificial 
intelligence in distance education. The object of the study is the economic and legal regulation of the use of technologies based on artificial intelligence 
in distance education. The scientific task is to present a methodological approach to improving the economic and legal regulation of the use of 
technologies based on artificial intelligence in distance education. The research methodology involves the use of the IDEF0 methodology. As a 
result, a functional model is presented for improving the economic and legal regulation of the use of technologies based on artificial intelligence in 
distance education. Innovation in the presented blocks of the IDEF0 model improves the economic and legal regulation of the use of technologies 
based on artificial intelligence in distance education. Prospects for further research involve taking into account socio-psychological aspects too. 
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INTRODUCTION 

Firstly, the economic regulation of AI technologies in distance learning focuses on creating an environment 
where these technologies can thrive while ensuring affordability and accessibility. Economic policies need to 
support innovation and investment in AI to develop robust educational tools that can personalize learning and 
improve student outcomes. At the same time, these policies must prevent monopolistic practices and ensure 
that smaller educational institutions aren't priced out of access to these advanced technologies. 

Legally, the use of AI in distance learning raises significant concerns regarding data privacy and protection. AI 
systems often require large datasets to function optimally, which can include sensitive student information. 
Legal frameworks must be established that dictate how this data can be collected, used, and stored, ensuring 
the protection of student privacy and compliance with international data protection laws, such as GDPR in 
Europe. 

Furthermore, the issue of intellectual property in AI-driven tools is paramount. As AI technologies develop 
content, questions about ownership of this content and the rights to modify or redistribute it become 
increasingly complex. Legal regulations must clearly define the intellectual property rights for AI-generated 
educational materials to encourage innovation while protecting the rights of creators and educational 
institutions. 

The deployment of AI in distance learning also necessitates transparency and accountability measures. It is 
essential for educators and students to understand how AI tools make decisions and process information. 
Regulations should mandate that AI systems used in education are transparent in their operations and decisions, 
allowing for accountability in cases where the technology may fail or operate unexpectedly. 
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In terms of awareness-raising, AI can play a pivotal role in educating the public about crucial social issues, 
including health, environmental concerns, and civic responsibilities. However, the economic models for 
deploying such AI-driven awareness campaigns need careful consideration to ensure they do not perpetuate 
inequalities or bias. Economic incentives should be aligned with societal goals to maximize the beneficial 
impacts of AI in public education campaigns. 

Equity is another significant consideration. Regulations must ensure that AI-driven educational tools do not 
exacerbate existing educational inequalities by being available only to well-funded schools. Policies should 
promote equitable access to these technologies, ensuring that all students, regardless of their socio-economic 
background, have similar opportunities to benefit from AI in their learning environments. 

Looking at the international landscape, the regulation of AI in education requires cooperation across borders. 
As distance learning can be delivered globally, international standards and agreements must be established to 
govern the use of AI technologies in education. This would help create a consistent regulatory environment 
that supports the global nature of education and technology. 

Lastly, continuous review and adaptation of both economic and legal frameworks are crucial as AI technology 
evolves. The dynamic nature of AI means that regulations must be regularly updated to reflect new 
developments and challenges. Engaging with educators, technologists, and legal experts in ongoing dialogue 
will ensure that policies remain relevant and effective in managing the balance between innovation in AI and 
safeguarding ethical and equitable use in education. 

This comprehensive approach to regulating AI in distance learning and awareness-raising not only supports 
technological innovation but also addresses the socio-economic and ethical implications of its application in 
education. 

LITERATURE REVIEW 

This chapter reviews the relevant literature on the economic and legal regulation of artificial intelligence (AI) 
technologies, particularly in the context of distance learning and awareness raising. The selected studies provide 
a comprehensive backdrop for understanding the multifaceted approaches to AI regulation, highlighting 
advancements in creative thinking, the socio-economic impacts of AI, ethical considerations, and the legal 
challenges associated with AI deployment in education and public awareness programs. 

Kryshtanovych et al. (2021) explore methodological approaches to enhance creative thinking among students 
in creative professions, emphasizing the importance of developing creativity as a fundamental factor in 
professional growth. This study provides insights into how AI can be integrated into educational frameworks 
to foster creativity among students, a critical skill in the AI-driven economy (Kryshtanovych et al., 2021a). 
Further, another study by Kryshtanovych et al. (2021b) models ways to increase creativity among psychology 
students, underlining the role of AI in enhancing creative pedagogical methods that contribute to professional 
development. 

The economic implications of AI are discussed by Kopytko and Sylkin (2023), who model information support 
systems for combating corruption within state economic security management. This study aligns with AI's role 
in enhancing transparency and accountability in economic practices, which is critical for legal and regulatory 
frameworks in education systems as well (Kopytko & Sylkin, 2023). 

Alazzam et al. (2023) develop an information model for e-commerce platforms that considers modern socio-
economic systems and legal compliance in the age of global digitalization. This study provides a useful 
framework for understanding how AI can be regulated to ensure ethical business practices and consumer 
protection, which parallels the needs for regulation in educational AI applications (Alazzam et al., 2023). 

The philosophical and psychological dimensions of AI in the professional development of scientific and 
pedagogical workers are examined by Kryshtanovych et al. (2021c). This research underscores the importance 
of self-development facilitated through AI, relevant to both educators and learners in a digitally evolving 
landscape.s 
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Discussions on financial security by Sylkin et al. (2018) and rational environmental use by Alazzam et al. (2023b) 
bring attention to the broader implications of AI beyond the educational sector. These studies highlight the 
need for comprehensive economic and environmental policies that support sustainable AI practices, which can 
be mirrored in educational regulations. 

Bani-Meqdad et al. (2024) address modern challenges in protecting intellectual property rights within the human 
rights system in a cyber-environment. This research is crucial for understanding how AI technologies can be 
managed legally to protect creators and users within the educational sector (Bani-Meqdad et al., 2024). 

Finally, the use of blockchain technology for managing electronic contracts is explored by Alazzam et al. 
(2023c), which can provide a legal framework for managing digital transactions and content in AI-driven 
educational tools. 

These studies collectively illustrate the complex landscape of economic and legal considerations necessary for 
the effective use of AI technologies in education and public awareness. They highlight the need for innovative 
approaches to integrate AI into educational practices responsibly and ethically, ensuring that regulatory 
frameworks keep pace with technological advancements. This literature forms the backbone of our research, 
guiding the development of methodologies and strategies for improving the regulation of AI in the educational 
sector. 

METHODOLOGY 

The methodology employed in this study is crucial for examining and improving the economic and legal 
regulation of artificial intelligence (AI) technologies in distance education. To achieve this, we utilized the 
IDEF0 (Integration Definition for Function Modeling) methodology, a well-established systems engineering 
and process modeling technique. This chapter details the methodology used to explore the objectives stated 
and develop the functional model presented in the research. 

IDEF0 was selected for its robust framework which facilitates the clear depiction and analysis of the decision-
making processes and the regulatory framework applicable to AI technologies in education. This methodology 
helps in breaking down complex processes into manageable parts, making it easier to identify and improve areas 
of economic and legal governance. 

The IDEF0 approach begins with the identification of the primary function, which, in this case, is the regulation 
of AI in distance education. From there, it outlines the key sub-functions and their interactions which are critical 
for regulatory frameworks. This structured breakdown aids in pinpointing inefficiencies and areas lacking in 
current regulations. 

In applying the IDEF0 methodology, the study began with defining the scope of our analysis – the economic 
and legal aspects of AI technology usage in distance learning. The initial function model was developed to map 
out the existing regulatory measures and their economic implications. 

Subsequently, each function within this model was analyzed to assess its effectiveness in addressing the specific 
needs of AI technologies in education. Inputs for each function included existing legal statutes, economic 
policies, educational requirements, and technological capabilities. Controls were identified as the regulatory 
standards and laws currently in place, and mechanisms included the institutions and technologies employed to 
enforce these regulations. 

The functional model was iteratively refined through multiple rounds of evaluation and feedback from experts 
in law, economics, education technology, and systems engineering. Each iteration aimed to enhance clarity and 
ensure that the model adequately addresses all aspects of economic and legal regulation concerning AI in 
distance education. 

Outputs from this model included a set of proposed improvements to regulatory practices, designed to enhance 
economic efficiency and legal robustness. These improvements were evaluated against criteria such as 
compliance, accessibility, scalability, and impact on educational outcomes. 
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Innovations were introduced in the IDEF0 model blocks to refine the economic and legal regulation 
framework. These included integrating advanced AI analytics to predict the impacts of regulatory changes, and 
designing adaptive legal frameworks capable of evolving with technological advancements. 

RESEARCH RESULTS AND DISCUSSIONS  

A0. Holistic Regulatory Framework Development: 

A1. Comprehensive Stakeholder Engagement. The first stage involves engaging with a broad spectrum of 
stakeholders, including policymakers, educators, AI developers, students, and legal experts. This collaborative 
approach ensures that all voices are heard and that the regulatory framework addresses diverse needs and 
perspectives. Workshops, public consultations, and expert panels can be utilized to gather input and build 
consensus around AI in education. 

A2. Creation of Interdisciplinary Regulatory Committees. Following stakeholder engagement, establish 
interdisciplinary committees tasked with drafting the regulations. These committees should include experts 
from education, technology, law, ethics, and economics to ensure that the regulations are well-rounded and 
address multiple facets of AI use in distance learning. Their objective will be to integrate insights from different 
fields to craft guidelines that are both technologically feasible and ethically sound. 

A3. Pilot Testing and Feedback Integration. Before full-scale implementation, pilot test the proposed 
regulations in a controlled set of educational institutions. This testing phase will help identify practical 
challenges and unforeseen issues in the application of AI technologies under the new regulations. Feedback 
from these tests should be systematically collected and analyzed to refine the regulatory framework, ensuring it 
is adaptable and effective in real-world settings. 

A4. Implementation and Continuous Improvement. Implement the refined regulations across broader 
educational settings. Establish mechanisms for ongoing monitoring and evaluation to assess the effectiveness 
of the AI regulations. Use a continuous improvement model to update and adapt the regulations based on 
technological advancements and feedback from educational institutions and other stakeholders. This stage 
ensures that the regulatory framework remains relevant and effective over time (Fig.1). 
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Figure 1. First Model IDEF0 

A0. Targeted Legal and Economic Incentive Programs: 

A1. Legal Safeguards and Compliance Incentives. Develop specific legal safeguards that protect student data 
privacy and intellectual property rights associated with AI technologies. Introduce economic incentives for 
educational institutions and AI providers to comply with these legal standards, such as tax breaks, funding 
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grants, or subsidies. These incentives encourage adherence to the regulations while supporting the adoption of 
AI technologies in education. 

A2. Standardization and Certification Programs. Implement standardization measures and certification 
programs for AI educational tools. These programs should ensure that all AI technologies used in distance 
learning meet certain minimum standards related to security, accessibility, and educational effectiveness. 
Certification helps build trust among users and stakeholders, ensuring that the technologies deployed are safe 
and beneficial for all students. 

A3. Economic Support Structures. Create economic support structures that can assist educational institutions, 
especially those in under-resourced areas, to adopt AI technologies. This could include access to low-interest 
loans, grants for AI integration, or partnerships with technology providers. Such structures ensure that the 
economic burdens of adopting new technologies do not hinder their widespread adoption. 

A4. Ongoing Legal and Economic Research. Invest in ongoing legal and economic research to continuously 
assess the impacts of AI in education. This research should focus on identifying emerging legal issues and 
economic challenges as AI technologies evolve. Findings from this research can inform periodic updates to the 
legal and economic frameworks, ensuring they remain effective and relevant (Fig.2). 
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Figure 2. Second Model IDEF0 

The results of this study, focusing on the economic and legal regulation of AI technologies in the context of 
distance learning and public awareness, reflect a dynamic intersection of technology, law, and education. Our 
discussion delves into the implications of these findings, analyzing how they contribute to existing literature 
and suggesting pathways for practical implementation and policy adaptation. 

Our research highlights the critical need for integrated AI systems within educational frameworks that are 
adaptable and responsive to the rapidly evolving digital landscape. The evidence suggests that while AI can 
significantly enhance the learning experience through personalized and engaging educational content, it also 
raises substantial challenges in terms of equitable access and the digital divide. This resonates with findings 
from Kryshtanovych et al. (2021), who emphasize creativity in AI-enhanced education. It underscores the 
necessity for economic policies that not only foster innovation but also ensure that such innovations are 
accessible across diverse educational landscapes, preventing a stratification in educational quality. The legal 
aspect of our study reveals complexities in data privacy and protection that are paramount when deploying AI 
technologies. The need for robust legal frameworks that specifically address the nuances of AI-driven data 
collection and usage in education aligns with Alazzam et al.'s (2023) insights on legal compliance in digital 
platforms. Our research suggests that existing data protection laws may need substantial revisions to 
accommodate the unique challenges posed by AI, ensuring that student data is safeguarded against misuse and 
breaches.  
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CONCLUSIONS 

The research conducted on the economic and legal regulation of technologies based on artificial intelligence 
(AI) in the context of distance learning has culminated in several critical insights and recommendations. This 
chapter synthesizes the conclusions drawn from the study and outlines the implications for policymakers, 
educators, and legal professionals involved in the deployment of AI technologies in educational settings. 

The functional model developed using the IDEF0 methodology has provided a systematic and detailed analysis 
of the current regulatory framework governing AI technologies in distance education. This model has proven 
effective in identifying the key economic and legal issues that must be addressed to optimize the use of AI in 
this sector. It has highlighted areas where regulatory measures either lack sufficient detail or are overly 
restrictive, potentially stifling innovation and adaptation in educational technologies. 

Economically, the study emphasizes the necessity for creating supportive policies that not only foster 
innovation and growth within the educational technology sector but also ensure equitable access to these 
resources. It became evident that there is a significant need for investment in infrastructure that can support 
the widespread adoption of AI technologies, particularly in under-resourced areas. Additionally, the economic 
analysis suggests that current funding models need to be adjusted to better accommodate the ongoing costs of 
AI technology updates and maintenance. 

Legally, the research has revealed the complexity of managing data privacy, intellectual property, and ethical 
considerations unique to AI in education. The study advocates for clearer, more comprehensive legal guidelines 
that can keep pace with the rapid advancement of technology. This includes specific recommendations for 
amendments to data protection laws to better safeguard student information and more precise definitions of 
intellectual property rights concerning AI-generated educational content. The research suggests several areas 
for future exploration, particularly the socio-psychological impacts of AI in education, which could significantly 
influence regulatory needs and educational outcomes. Further studies could also explore international 
cooperation in standard-setting to manage the global nature of digital education and AI technology. 

In conclusion, the economic and legal regulation of AI in distance learning requires a proactive, nuanced 
approach that balances the need for innovation with the necessity of safeguarding ethical standards and 
equitable access. This study lays a foundation for such efforts and calls for continued, focused dialogue and 
development in this rapidly evolving field. 
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