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Abstract  

Facial expression analysis is a critical component in numerous applications, ranging from human- computer interaction to digital character 
animation. Despite the availability of extensive datasets, most focus predominantly on basic emotions, limiting the expressiveness and applicability 
of models trained on them. This article introduces a novel approach to generating compound emotional expressions by leveraging the Emotion 
Wheel, a principle that captures the complex interrelations between basic emotions. Our method integrates the EMOCA (Emotion Driven 
Monocular Face Capture and Animation) [1] framework, which enhances 3D facial reconstruction by incorporating emotion recognition, 
stacking models [2, 54] with a sophisticated expression blending algorithm to synthesize nuanced 2D and 3D facial animations. Utilizing the 
VKIST dataset, which includes high-resolution facial images of Vietnamese individuals, we build a comprehensive database of emotion 
parameters. Through principal component analysis (PCA) and correlation-driven blending, our approach not only enhances the realism of 
generated facial expressions but also preserves the subtle nuances that are characteristic of human emotions. Experimental results demonstrate 
that our method consistently outperforms traditional linear interpolation techniques, producing more distinct and recognizable blended expressions. 
A user study further validates the naturalness and quality of the generated expressions, with average ratings indicating a strong preference for 
the proposed method over existing approaches. These findings suggest significant potential for improving emotional expressiveness in both static 
and dynamic digital character representations.   

Keywords: Expresion Retargeting, Expression Recognition, Expression Blending 

INTRODUCTION 

The field of 3D facial expression reconstruction has witnessed significant advancements, driven by its side-
ranging applications in healthcare [3, 4, 5] and entertainment [3, 6, 7]. The ability to generate diverse and 
nuanced emotional expressions for virtual characters is highly valued in the entertainment industry. This 
capability enhances storytelling and increases audience engagement by enabling the creation of more lifelike 
and relatable characters [6, 7]. The creation of emotionally expressive characters is crucial for delivering the 
immersive experience expected by audiences in modern digital media. 

Similarly, emotion recognition technology is playing an increasingly significant role in healthcare, particularly in 
mental health diagnosis and treatment. By enabling remote emotion recognition and monitoring, this 
technology improves the accuracy of medical diagnoses and facilitates real- time assessment of patient emotions 
[4, 5]. Furthermore, emotion regulation is gaining recognition as a vital aspect of therapeutic settings. Research 
suggests that emotions typically last for approximately six seconds [8], and prolonged negative emotions can 
have detrimental effects on an individual’s mood and daily life. Emotion recreation technologies offer a 
potential solution by transforming negative emotional states into more positive ones, thus promoting mental 
well-being [9]. 

However, most existing methods for facial expression analysis and generation are primarily focused on basic 
emotions [10-17]. This limitation restricts the expressiveness and applicability of models trained on these 
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datasets. Consequently, there is a need for developing methods that can generate more complex and nuanced 
emotional expressions, encompassing a wider range of human emotions. 

To overcome this limitation, our research aims to move beyond the constraints of basic emotions by creating 
more complex and nuanced emotional expressions for 3D faces. By achieving this goal, we seek to enhance 
both the realism and the therapeutic utility of 3D facial reconstructions. To this end, we propose a novel method 
using advanced learning techniques and the Emotion Wheel for combining detected emotional expression 
parameters with other carefully selected emotion expressions to generate compound emotional expressions. 
This approach enables the creation of more complex and nuanced emotional states in 3D facial reconstructions, 
resulting in significantly enhanced expressiveness and realism. 

RELATED WORKS AND BACKGROUND 

Expression Database Review 

Numerous datasets have been compiled to advance the field of automatic facial expression analysis. However, 
a closer look at these datasets reveals a significant limitation: a predominant focus on basic emotions. The 
Radboud Faces Database (RaFD) [10], for instance, comprises images of 49 models expressing eight facial 
expressions, including the six basic emotions defined by Ekman, along with variations in gaze direction. 
Similarly, the Cohn-Kanade (CK+) database [11] consists of 593 image sequences from 123 subjects, focusing 
on posed transitions from neutral to peak expressions categorized into seven basic emotion categories. The 
Japanese Female Facial Expression (JAFFE) dataset [12], a smaller dataset with 219 images of 10 Japanese 
women, also employs posed expressions associated with the six basic emotions plus neutral. Other widely used 
datasets, such as the Static Facial Expressions in the Wild (SFEW) [13], the Denver Intensity of Spontaneous 
Facial Action (DISFA) [14], and the Facial Expression Recognition 2013 (FER) database [15] largely follow the 
same paradigm, classifying expressions into a limited set of basic emotion categories. 

Even with the advent of larger-scale datasets like AffectNet [16] and Aff-Wild [17], which contain hundreds of 
thousands of images collected “in-the-wild”, this focus on basic emotions persists. While these datasets provide 
valuable resources for training and evaluating deep learning models, their reliance on a constrained set of 
emotion labels inherently limits the expressiveness and granularity of the learned representations. However, as 
evidenced by research in psychology and cognitive science, human emotion is far richer and more nuanced 
than can be encapsulated by these few categories. Real-world expressions are often complex, subtle, and 
blended, conveying a mix of emotions that defy simple categorization. 

This need for more comprehensive and ecologically valid emotion representations has spurred the development 
of datasets like RAF-DB [18] and MAFW [19]. These datasets go beyond basic emotions by providing 
annotations for compound expressions, acknowledging the simultaneous experience of multiple emotions. 
However, the number and variety of compound emotion categories in these datasets remain limited, 
highlighting the need for continued efforts in this direction. The ability to accurately recognize, analyze, and 
generate compound emotions is critical for developing truly sophisticated and human-like facial expression 
analysis systems. The present work addresses this challenge by proposing a novel method for generating new, 
expressive emotion representations based on combining basic expressions. 

Emotion Reconstructions 

The task of 3D facial reconstruction from a single image is intricately linked to facial expression analysis. 
Traditional approaches, primarily based on 3D Morphable Models (3DMMs), have seen significant evolution, 
beginning with pioneering work like Blanz and Vetter's statistical model [20]. This foundational research has 
paved the way for more advanced frameworks such as the Basel Face Model (BFM) [21, 22] and the 3D Dense 
Face Alignment (3DDFA) framework [23]. However, despite these advancements, these methods often 
struggle to capture the subtle nuances that are crucial for rendering realistic and emotionally expressive faces. 

Most existing techniques rely on differentiable rendering to compare predicted face meshes with input images, 
complicating the optimization process due to domain gaps. In contrast, SMIRK (Spatial Modeling for Image-
based Reconstruction of Kinesics) [24] employs a neural rendering module that generates face images from the 



 

Microenterprises’ Ability to Repay Debt. Do Saving Literacy  

ijor.co.uk    9080 

 

predicted mesh geometry and sparsely sampled pixels. This approach allows for a focus on geometry during 
supervision and enables the generation of varying expressions during training. By augmenting the training data 
with these generated images, SMIRK enhances generalization for diverse expressions. Evaluations demonstrate 
that SMIRK achieves state-of-the-art performance in accurate expression reconstruction. 

Conversely, deep learning-based techniques provide a compelling alternative. Approaches such as volumetric 
CNNs [25], image-to-image translation networks [26], and end-to-end frameworks 

[27] have emerged as powerful tools in this domain. Particularly noteworthy is the EMOCA model [1], which 
ingeniously integrates emotion recognition into a self-supervised learning framework for 3D facial 
reconstruction. By capturing subtle details of expressions while simultaneously predicting emotions, EMOCA 
exemplifies the potential of deep learning to synthesize 3D facial reconstructions that are not only accurate but 
also rich in emotional expressiveness. 

This integration of emotional context into the reconstruction process represents a significant leap forward, 
allowing for more nuanced and lifelike representations of human faces. As the field continues to advance, the 
combination of traditional modeling techniques with deep learning innovations could lead to even more 
sophisticated methods for understanding and generating 3D facial expressions, ultimately enhancing 
applications in areas such as virtual reality, animation, and human-computer interaction. 

Emotion Blending 

The ability to synthesize and manipulate facial expressions, including the creation of compound emotions, is 
crucial for a wide range of applications, from animation and gaming to virtual reality and mental health 
assessments. Traditional techniques, such as Active Appearance Models (AAMs) [28-31], 3D Morphable 
Models (3DMMs) [31-35], and Blendshape Models [36-39], primarily rely on parametric representations and 
pre-defined deformations to generate facial expressions. While effective in certain contexts, these methods 
often fall short in capturing the full complexity of human emotions. 

In contrast, image-based approaches, such as the Expression Ratio Image (ERI) technique [32, 40- 42] and 
various image warping methods [29, 40, 43-46], manipulate image data directly, offering greater flexibility and 
adaptability in expression synthesis. These methods allow for more dynamic changes in facial features, but they 
can still struggle with the subtleties of nuanced emotional expression. 

The emergence of conditional Generative Adversarial Networks (cGANs) has significantly transformed the 
landscape of facial expression generation. By leveraging continuous emotion representations [47-51], cGANs 
excel at producing realistic and varied facial expressions. Frameworks like GANmut [51] exemplify this 
advancement, enabling the synthesis of complex emotions from basic categorical labels. This capability allows 
for a richer emotional portrayal, making digital characters more relatable and lifelike. 

Furthermore, ongoing research into techniques that preserve individual identity during expression manipulation 
enhances the realism of synthesized faces. Methods that maintain unique facial features while allowing for 
emotional variability are essential for creating authentic virtual interactions. These advancements collectively 
point toward a future where synthesizing realistic and emotionally expressive faces is not only achievable but 
also practical for various applications. The integration of these sophisticated techniques reflects a significant 
leap forward in the quest for lifelike digital interactions, paving the way for innovations in entertainment, 
therapy, and human-computer interaction. 

Emotion Wheel 

The "Emotion Wheel" [52] (Figure 1) is a visualized principle used to help people identify, understand, and 
communicate about their emotions. It typically consists of a circular diagram with different emotions arranged 
in a way that represents their relationships to one another. 
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Figure 1. Emotion Wheel [52] 

The Emotion Wheel is divided into different segments, each representing a basic emotion such as joy, anger, 
fear, sadness, or disgust. These basic emotions are then further broken down into more specific emotions 
related to or derived from the basic emotions. For example, the joy segment may include emotions like 
happiness, contentment, pride, and excitement. The anger segment may include disappointment, irritation, rage, 
and resentment. The fear segment may include worry, anxiety, terror, and dread. 

The Emotion Wheel is designed to help people: (i) Identify their emotions: By looking at the different emotions 
on the wheel, people can pinpoint the specific emotion they are experiencing; 

(ii) Understand emotional relationships: The way the emotions are arranged on the wheel shows how different 
motions are connected and can influence each other; (iii)Communicate about emotions: The wheel provides a 
common language and framework for discussing and expressing emotions. By leveraging the emotional 
relationships depicted on the Emotion Wheel, individuals can gain insights into how different emotions are 
connected and potentially generate new emotional experiences. The Emotion Wheel can be a useful tool in 
various contexts, such as: Character development and building in applications related to healthcare, filmmaking, 
or video games; Personal reflection, therapy, and emotional intelligence training; and Team-building activities. 

Proposal for Expression Blending Techniques in Character Animation 

Reconstructing realistic and expressive facial animations is crucial for creating convincing 2D and 3D 
characters. However, capturing the necessary 2D and 3D data required to achieve this level of facial 
expressiveness can be a complex and resource-intensive process. The data capture equipment and workflows 
needed to generate high-quality 3D facial expression models are often expensive and time-consuming. 
Additionally, many of the existing 2D and 3D facial expression databases available to developers tend to be 
limited in scope, typically containing only around 6 to 8 basic, prototypical expressions, as outlined in Section 
2.1. This limitation in available data can make it challenging for creators to imbue their characters with the full 
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range of nuanced and dynamic facial expressions that contribute to naturalistic and engaging character 
performances. Overcoming these technical and resource barriers remains an ongoing challenge in the field of 
digital character creation and animation. 

In this work, we present a novel approach to generate a wider range of character facial expressions by leveraging 
the structure and relationships defined within the Emotion Wheel principle. The proposed process, including 
3 main steps (i) Emotion Prediction; (ii) Expression Blending; and (iii) Target reconstruction, is outlined in 
Figure 2. 

 

Figure 2. Process of Expression Blending for Character Faces 

We refer to source 𝑆2𝐷/3𝐷 as the 2D image or 3D model of the character whose emotional expression we 
want to transform. To create a new emotional expression for the character based on the Emotion Wheel, we 

first predict the initial expression 𝐸1 of the 𝑆2𝐷/3𝐷. In this context, 𝐸1 represents the parameters that define 
the initial emotional expression of the S2D/3D character. 

𝐸2 represents the parameters that define one of the expressions on the adjacent circle 𝑟 in the 

Emotion Wheel. In this phase, we propose utilizing advanced learning techniques, such as machine learning or 
deep learning, given the availability of datasets that are highly conducive to training, to effectively extract 
expressions from the input data. 

We have built a database DBEX containing the parameter sets representing the different basic emotions that 
appear in the Emotion Wheel, including: Joy, Trust, Fear, Surprise, Sadness, Disgust, Anger, and Anticipation 

(section 3.1). We propose a formula to combine 𝐸1 and 𝐸2 to create a new composite expression, 𝐸𝑐𝑏(section 

3.2). For example, if 𝐸1 is Sadness, then 𝐸2 could be Surprise or Disgust. When combining Sadness and 

Surprise, we expect the resulting 𝐸𝑐𝑏 to be Disapproval, while combining Sadness and Disgust, we expect the 

resulting 𝐸𝑐𝑏 to be Remorse. The new emotional parameter 𝐸𝑐𝑏 will be applied to the 2D or 3D character 

through the target reconstruction phase to obtain the target 𝑇2𝐷/3𝐷. 

DBEX Building 

To build the DBEX database containing the parameters of the basic expressions: Joy, Trust, Fear, Surprise, 
Sadness, Disgust, Anger, and Anticipation, we utilized the VKIST facial expression image dataset. The VKIST 
dataset consists of 441 sets of facial expression images from 441 individuals. Each set of images for each 
individual has 7 facial expressions: Neutral, Joy, Fear, Surprise, Sadness, Disgust, and Anger. Firstly, we 
generated 2 additional sets of Trust and Anticipation expression images using the formula mentioned in section 
3.2. We used the 8 expression image sets including Joy, Trust, Fear, Surprise, Sadness, Disgust, Anger, and 
Anticipation to generate the expression parameter set for each individual expression. Next, we calculated the 

average of these parameter sets, which we refer to as 𝐵1. 

Recognizing the inherent variability in facial expressions and the potential for ambiguous emotional portrayals, 
we adopted a refined approach to enhance the clarity and accuracy of our database. Instead of averaging all 
available expression parameters, we meticulously curated a subset of images that exemplify prototypical 
expressions for each emotion category, guided by the Facial Action Coding System (FACS) [53], which we refer 

to as 𝐵2 . 
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The parameter set 𝐵2represents clearer and more accurate emotional expressions (Figure 3) through evaluation 

and comparison with the FACS expression definitions. Therefore, we used 𝐵2 as the DBEX parameter 
database. 

 

Figure 3. DBEX parameter database building (top) 𝐵1 and (bottom) 𝐵2 

Expression Blending 

To combine two sets of expression parameters, associated with expressions 𝐸1 (predicted expression) and 𝐸2 
(expression selected to combine) respectively, we introduce a formula that leverages the correlations between 
these parameters. 

𝐸𝑐𝑏 = 𝑤1 𝐸1+𝑤2𝐸2 (1) 

where, 𝑤1+𝑤2=1. 

The expression parameters 𝐸1 and 𝐸2 are typically represented as vectors or matrices. Within the components 
of these vector/matrix representations, there are certain key elements that have a significant influence on the 
visual characteristics of the two emotional expressions. Let 

𝐼𝐸1 and 𝐼𝐸2 represent the sets of indices corresponding to the most correlated components for expressions 

𝐸1 and 𝐸2 , respectively. We define the overlapping indices as: 

𝐼𝑜 = 𝐼𝐸1 ∩ 𝐼𝐸2 (2) 

The specific formula will be provided as follow: 
 

 

 

 The formula above shows that the combined expression will focus the weighting on the key components 

within the parameters  𝐸1 and 𝐸2. 

 
𝐸 [𝑖] = 𝑤1 𝐸1[𝑖] + 𝑤2𝐸2[𝑖] 𝑖𝑓 𝑖 ∈ 𝐼𝐸1 \𝐼𝑂 

𝑤2 𝐸1[𝑖] + 𝑤1𝐸2[𝑖] 𝑖𝑓 𝑖 ∈ 𝐼𝐸2 \𝐼𝑂 

 
 

(3) 
 ل

❪ 𝐸1[𝑖] + 𝐸2[𝑖] 
 

 

𝗅 2 
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Executing the Proposal through Expression Recognition with Stacking Model and Face 
Reconstruction Using EMOCA 

Dataset 

The dataset used in our research is the VKIST dataset, a novel and valuable compilation obtained from the 
Vietnam-Korea Institute of Science and Technology. The VKIST dataset comprises high- quality facial images 
from 441 Vietnamese individuals, each exhibiting seven distinct basic emotions: Neutral, Joy, Sadness, Fear, 
Anger, Surprise, and Disgust. This results in a total of 3087 diverse facial expression images in the dataset. The 
VKIST dataset represents a unique and comprehensive resource for studying human facial expressions. The 
breadth of emotions captured, the high image quality, and the consistent framing and preprocessing of the data 
make it an invaluable asset for our research. All images were captured from a frontal view with an impressively 
high resolution of 2987×1984 pixels. This exceptional level of detail ensures that the subtle facial features and 
nuances of each emotional expression are clearly visible and can be accurately analyzed. To further prepare the 
VKIST dataset for the Expression Blending phase, the facial regions were carefully extracted from the full 
images and resized to a standardized 224×224 pixel format. This standardization step preserves the critical 
facial details while also enabling efficient processing and analysis of the data. 

Experiment Scenario 

We conducted experiments to validate the proposal presented in Section 3. When conducting experiments and 
evaluating the results of expression blending, we utilized the EMOCA framework [1] and Stacked Machine 

Learning Models [54]. With a source input 2𝐷𝐼𝑚𝑎𝑔𝑒𝑆 of a character with expression 𝐸1, we aimed to 

reconstruct a target 2𝐷𝐼𝑚𝑎𝑔𝑒𝑇 and a 3D model of a character with a new expression 𝐸𝑐𝑏 by blending a queried 

expression 𝐸2 from the VKIST dataset with the character’s expression 𝐸1 . We followed the experimental 
process outlined below (Figure 4): 

 

Figure 4. Experiments of 8 new expression generation 

The EMOCA encoder within the EMOCA framework architecture extracts 278 components from shape, 
expression and detail parameters (100 from shape, 50 from expression and 128 from detail) from the 

2𝐷𝐼𝑚𝑎𝑔𝑒𝑆. These parameters are then fed into a stacked model [54] to predict the corresponding emotion 

label. Both the predicted emotion label and the expression parameters 𝐸1 will be used as input for the 
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subsequent expression blending phase, where they will be combined with the expression parameters 𝐸2 from 
the VKIST dataset. 

To perform expression blending, we first utilize the entire VKIST dataset to create a correlation- driven 
blending method. We apply Principal Component Analysis (PCA) to the 50 parameters extracted from all 
images in the VKIST dataset. Our analysis, as illustrated in Figure 5, reveals that the first 16 principal 
components (PCs) capture approximately 95% of the variance in the expression parameters. This suggests that 
these 16 PCs contain the most significant information about the variations in facial expressions, allowing us to 
effectively represent the high- dimensional expression space in a more compact and efficient manner. 

 

Figure 5. Explained Variance by principal component. 

Building upon this insight from PCA, we delve deeper into the relationship between individual expression 
parameters and specific emotions. 

We then calculate the Pearson correlation coefficients between each of the 50 expression components and each 
of the seven emotion labels. This analysis allows us to pinpoint the 16 parameters that exhibit the strongest 
correlation with each emotion, effectively identifying the most influential parameters in conveying specific 
emotional states. These correlations serve as the foundation for our expression blending algorithm, as they 
provide a quantitative measure of the relationship between individual expression parameters and specific 
emotions. 

Appling formula (3), the expressions were blended linearly as formula (4) in detail and 𝑤1 and 

𝑤2 are the weights assigned to the primary and secondary emotions. 

 

 

 Where, 𝐼𝑣𝑘𝑖𝑠𝑡𝐸1 and 𝐼𝑣𝑘𝑖𝑠𝑡𝐸2 represent the sets of indices corresponding to 16 the most correlated 

components for expressions 𝐸1 and 𝐸2 , respectively, and 𝐼𝑜 = 𝐼𝑣𝑘𝑖𝑠𝑡𝐸1 ∩ 𝐼𝑣𝑘𝑖𝑠𝑡𝐸2 . By adjusting these 

 
 

𝐸 [𝑖] = 
ل
𝑤1 𝐸1𝑃𝐶𝐴[𝑖] + 𝑤2𝐸2𝑃𝐶𝐴[𝑖] 𝑖𝑓 𝑖 ∈ 𝐼𝐸1𝑃𝐶𝐴\𝐼 

𝑤2 𝐸1𝑃𝐶𝐴[𝑖] + 𝑤1𝐸2𝑃𝐶𝐴[𝑖] 𝑖𝑓 𝑖 ∈ 𝐼𝐸2𝑃𝐶𝐴\𝐼𝑂 

 
 

(1) (4) 
𝑐𝑏 ❪ 𝐸 [𝑖] + 𝐸 [𝑖] 

𝗅 2 
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weights, we can control the relative contribution of each emotion to the final blended expression. For example, 

setting 𝑤1 = 𝑤1 = 0.5 would result in a simple average of the two expressions. 

 To ensure the combined parameters stay within the valid range of expression values, we apply a clipping 
operation: 

𝐸𝑏𝑜𝑢𝑛𝑑𝑒𝑑 = 𝑐𝑙𝑖𝑝(𝐸𝑐𝑏, 𝐸𝑚𝑖𝑛, 𝐸𝑚𝑎𝑥) (5) 

where 𝐸𝑚𝑖𝑛 and 𝐸𝑚𝑎𝑥 are the minimum and the maximum values observed in the VKIST dataset for each 
expression parameter. This clipping step prevents the generation of unrealistic or exaggerated expressions. 

Evaluation 

Figure 6 and 7 illustrate the results of blending the expressions on the 2nd ring of the Emotion Wheel. On the 
ring, the Expression E1 appears before proceeding counterclockwise. 

 

Figure 6. Linear expression blending (counterclockwise) 

Figure 6 illustrates the linear combination of all components of E1 and E2, while Figure 7 illustrates the linear 
combination using Formula (4) when using PCA, focusing on the important components of the expression 
parameter. Our method using PCA consistently produces more distinct and recognizable blended expressions 
compared to linear interpolation. This difference is more pronounced when using SEP based on Action Units 
(AUs), as our method effectively incorporates characteristic AUs of the secondary emotion into the blended 
expression. Our correlation-driven method also excels in generating subtle emotional blends that remain 
distinguishable from the neutral state. For instance, the Contempt expression (Anger + Disgust) (Fig 7) exhibits 
a lowered lip corner (AU15) and a wrinkled nose (AU9). These nuances are often lost in linearly interpolated 
expressions. This is particularly important for the VKIST dataset, which comprises facial images of Vietnamese 
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individuals, as East Asian individuals tend to express emotions more subtly, often relying on eye movements. 
Our method effectively captures these subtle changes in the eyes, reflecting the nuances of the combined 
emotions. 

 

Figure 7. PCA expression blending (counterclockwise) 

 

 Figure 8. Contempt expression: PCA (left), linear (right). 
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Figure 9. Linear expression blending (clockwise) 
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 Figure 10. PCA expression blending (clockwise) 

Figure 9 and 10 illustrate the results of blending the expressions on the 2nd ring of the Emotion Wheel, while 
the Expression E1 appears before proceeding clockwise. From the experiment, we can see that the result of 
the new expression Exp will be different when we change the roles of the first two input expressions E1 and 
E2. With the combination method presented in formula 4, E1 plays the primary role, so the output expression 
is more biased towards E1 than E2. Figure 11 illustrates the generation of the expression of remorse when 
blending disgust and sadness. With E1 being Disgust, the mouth region of the new expression exhibits a more 
pronounced effect, while with E1 being Sadness, the eyebrows of the new expression are more heavily 
influenced. This is consistent with the greater degree of influence of E1. 

 

 Figure 11. Expression remorse with E1- Disgust (left) and E1-Sadness (right) 
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Furthermore, to evaluate the quality of naturalness of the blended expressions, we conducted a user study 
involving 20 participants. The study focused on the special case where the “Neutral” emotion is blended with 
other emotions. We generated a set of 3D face reconstructions by combining the “Neutral” expression with 
each of the six remaining basic emotions, and we added 2 new emotions generated using our method based on 
the emotion wheel which are “Trust” and “Anticipation”. 

With the six basic emotions, the participants were presented with these reconstructions and asked to label the 
emotion expressed in each. This evaluation aims to assess the effectiveness of our method in generating subtle 
emotional expressions that are still recognizable and distinguishable from the neutral state. Additionally, 
participants rated the naturalness and quality of the 3D face reconstructions on a scale of 1 to 5, where 1 
represents the lowest quality and 5 represents the highest quality. 

In contrast to the basic emotions, recognizing “Trust” and “Anticipation” poses a greater challenge due to their 
inherent complexity and nuanced expression. These emotions are not explicitly defined within the FACS, 
making it difficult for participants to accurately label them. Therefore, for these two emotions, we focused 
solely on assessing the perceived naturalness and quality of the generated expressions. 

The results of the user study are summarized in Table I. The average naturalness rating across all blended 
expressions was 3.53 out of 5, indicating that the generated expressions were perceived as reasonably natural. 

Table I. User Evaluation of 3D Facial Expressions Generated with Correlation-Driven Blending 

Emotion Label Accuracy (%) Average 
Naturalness Rating 

Surprise 85 3.50 

Joy 90 3.60 

Anger 90 3.40 

Disgust 90 3.90 

Fear 70 3.05 

Sad 85 3.60 

Trust NA 3.60 

Anticipation NA 3.55 

With this approach, we enhance facial reconstruction by blending emotions from our custom DBEX database 
using the Emotion Wheel, enabling the generation of complex emotional expressions beyond basic 
reconstructions. As shown in Figure 12 (bottom row), our method synthesizes more nuanced emotions 
compared to SMIRK and EMOCA, which focus on individual expression reconstruction. Our approach 
captures a broader range of emotional depth and subtle facial details. 
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 Figure 12. Expression generation from monocular images: monocular images (top), SMIRK [24] (second row), EMOCA (third row), 
Ours (bottom). 

CONCLUSION 

This paper presents a novel method for generating new and expressive emotional representations by combining 
basic emotions using the Emotion Wheel principle. Our approach addresses the limitations of existing facial 
expression datasets, which predominantly focus on a limited set of basic emotions. By leveraging the structure 
of the Emotion Wheel, we successfully created a more nuanced and diverse set of compound emotions, which 
can be applied to both 2D and 3D facial reconstructions. 

The proposed method, which includes steps for emotion prediction, expression blending, and target 
reconstruction, was validated using the VKIST dataset. Our results demonstrate that the combination of basic 
emotions yields new, composite emotional expressions that are both visually distinct and emotionally 
meaningful. The use of correlation-driven blending techniques allows for the precise adjustment of expression 
parameters, ensuring that the resulting expressions capture the subtle nuances of human emotion. 

Furthermore, the user study conducted as part of this research confirmed the effectiveness of our method, with 
participants recognizing and rating the naturalness of the newly generated expressions highly. This outcome 
suggests significant potential for applications in fields such as digital animation, virtual reality, and human-
computer interaction, where the ability to convey complex emotions is crucial. 

In conclusion, our research provides a robust framework for advancing the field of facial expression analysis, 
offering a pathway to more authentic and emotionally rich digital characters. 

Future work will explore the expansion of our method to incorporate real-time emotion generation and the 
integration of additional emotional dimensions. 
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