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Criminal Responsibility for AI Crimes 

Monther Sami Abdulrhman Al-Makaneen1 

Abstract  

The research focused on the issue of which crimes fall under the jurisdiction of artificial intelligence. The incorporation of AI programs into 
different aspects of life entails many challenges, especially regarding the liability for the actions performed by AI and the question of compatibility 
of the existing legislation with the characteristics of the AI technologies. The state of affairs means that the AI-powered robots may perform 
actions that prescribe criminal provisions of criminal law, thus raising the issue in the given article as to the possibility of direct criminal penalties 
for robots, the feasibility of putting the intelligent robots’ criminal responsibility into practice by the general principles of the Jordanian Penal 
Code and the receptiveness of the concept of recognizing the crime to be committed by artificial intelligence. From this perspective, the main research 
question of the study is: What are the aspects of criminal responsibility stemming from AI mistakes? Thus, its significance is derived from the 
fact that it explores a new and essential issue, namely, the criminal responsibility for AI crimes within Jordan’s legislation. It has great importance 
in so many spheres, and it is difficult to describe all the aspects of artificial intelligence. The most remarkable outcomes and suggestions of the 
study show that the legal guidelines for criminal responsibility in Jordan of artificial intelligence crimes remain unrecognized. Thus, it is advised 
that the legislator proceed with actions to create legislation controlling AI technologies and their use for the purpose of serving the state and 
citizens’ interests. This legislation will guarantee the proper application of the AI capacities within several spheres for the sake of the general 
public, while taking into consideration all the ethical and legal concerns that relate to using artificial intelligence.   

Keywords: AI, Negligence, Criminal, Robot, Offences 

INTRODUCTION 

The swift and huge improvements in electronic industries and artificial intelligence projects have contributed 
to the creation of new artificial beings that mimic human duties, combining human intellect with machine ability 
and strength. Artificial intelligence is one of the most prominent elements of our modern period, and the terms 
artificial intelligence and the Internet, two distinct domains of science and engineering, have some overlap. 
Artificial intelligence functions similarly to the human mind. Artificial intelligence (AI) is software that performs 
activities that need human intelligence and learning abilities. Perhaps the most noticeable attribute of artificial 
intelligence is its better capacity to expand its abilities, learn, and acquire self-experience, which allows it to 
make judgments independent of a human being. Artificial intelligence is software that performs tasks that 
require human intelligence and the ability to learn. 

The most distinguishing feature of artificial intelligence is its superior ability to develop skills, learn, and build 
self-experience, allowing it to make decisions independent of humans, as well as the ability to face the most 
difficult circumstances and confront them as humans do, making it independent in its actions from the owner, 
operator, programmer, or manufacturer. This necessitates clarifying the principles governing criminal 
culpability for criminal conduct committed by smart robots. It is worth mentioning that criminal laws have not 
adequately organized this form of obligation to reflect its unique characteristics. 

Statement of the Problem  

The problem of the study is that robots equipped with artificial intelligence may commit acts that constitute 
crimes according to the penal code, which raises a problem related to the extent to which they can be held 
criminally accountable directly, the extent to which smart robots can be held criminally responsible according 
to the traditional general rules in the Jordanian Penal Code, and the extent to which the idea of attributing the 
crime to artificial intelligence is acceptable, i.e. the extent to which artificial intelligence entities can be imagined 
to commit crimes, and the extent to which it is legally conceivable that direct criminal liability will be imposed 
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on artificial intelligence entities, such that artificial intelligence is responsible for the crimes it commits, or is 
responsible for the crimes committed by entities associated with it, or its manufacturer is responsible, or the 

owner or another party bears the crime . 

Questions of the Study  

The Main Question: What are the provisions of criminal liability resulting from artificial intelligence errors?  

 Sub-Questions 

What is the definition of criminal liability and what are its characteristics and corners?  

What is meant by artificial intelligence? 

What are the crimes generated by artificial intelligence? 

Who are the penalties for artificial intelligence crimes? 

Importance of the Study 

The importance of this study lies in its focus on a new and vital topic, which is the criminal liability arising from 
artificial intelligence crimes in Jordanian legislation. Artificial intelligence has significant importance in many 
aspects, and it is not easy to encompass all of them. Indeed, we must acknowledge that artificial intelligence 
might be more capable even in scientific research and could play a key role in achieving more discoveries. 
Consequently, it will be an important factor in activating innovation across various fields, including criminal 
justice. Therefore, the significance of this study emerges from addressing this vital topic, which is increasingly 
gaining attention with the rapid developments in artificial intelligence and its various applications. 

METHODOLOGY 

Descriptive Analytical Method: This method will be adopted to analyze the relevant legal texts on the study 
topic, in addition to analyzing the jurisprudential opinions that the study will encounter, and describing the 
criminal liabilityarising from artificial intelligence crimes in Jordanian legislation. 

Comparative Method: This method will be used to compare Jordanian legislation with other legislations that 
have regulated the criminal liability arising from artificial intelligence crimes, drawing upon them for assistance. 

PREVIOUS STUDIES 

Ben Aouda (2022) indicated that the use of robots and artificial intelligence programs in various sectors raises 
many difficulties, especially regarding liability for the actions of these programs and the adequacy of current 
legislation and its ability to accommodate the unique characteristics of this technology. Accordingly, this study 
seeks to discuss some current challenges of artificial intelligence, or those that may arise in the future, especially 
if artificial intelligence technology develops and is used on a wide scale. The aim of this study is to codify the 
situations of artificial intelligence crimes, to determine who is responsible for those crimes and to impose 
penalties on them. The importance of the topic lies in the fact that our current era does not lack artificial 
intelligence in any field, and with this widespread use, crimes related to it will increase. Therefore, it was 
necessary to research criminal responsibility for crimes committed through it, and to determine the real 
perpetrator so that the legal penalty can be applied to them. 

Al-Mulla and Moath (2021) analyzed the historical dimensions of the theory of criminal liability and its 
application in the era of artificial intelligence. Criminal liability is one of the most important theories upon 
which criminal law is based. Its philosophy lies in attributing the crime to the responsible party and proving 
their deservingness of a deterrent punishment or preventive measure. Thanks to jurisprudential efforts, this 
theory has evolved over time. Initially, it was purely materialistic, extending to humans, animals, and inanimate 
objects, even extending to others to inflict punishment on them. Over time, it has taken on a personal and 
moral character, considering the natural person responsible for the crime they committed and their mental 
ability to comprehend their actions and bear the punishment. 
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Despite the jurisprudential debate about recognizing the criminal liability of legal persons, some criminal laws 
still do not accept relinquishing the accountability of natural persons in crimes committed by legal persons. The 
Fourth Industrial Revolution has brought criminal jurisprudence back into the arena of debate, as the various 
applications of artificial intelligence pose a new challenge to legal thought, especially criminal thought. 
Jurisprudence has raised a fundamental problem and question: Who is criminally responsible for crimes arising 
from those applications and intelligent devices, especially if they are committed autonomously, without human 
intervention? In other words, can the crime be attributed to the intelligent machine? Answering this question 
required using both historical and analytical methods. 

The study reached several conclusions, the most important of which are that the development and widespread 
use of artificial intelligence applications without ethical and legal constraints pose a danger to the security and 
stability of societies. It also found that although significant progress has been made regarding intelligent 
machines, they still lack the psychological capacities that humans have, which qualify them for criminal 
responsibility. Another finding is that the prevailing jurisprudential opinion is that the liability of the intelligent 
machine should be attributed to the natural person. The general rules of criminal law and criminal liability are 
not suitable for dealing with the reality of crimes committed by intelligent machines. The study concluded with 
a recommendation to the Kuwaiti legislator, and Arab legislators in general, to recognize the legal personality of 
intelligent machines and to establish a punitive system compatible with the nature of intelligent machines. 

The study is divided into two chapters: 

Chapter One: The Nature of Criminal Liability for Artificial Intelligence 

Chapter Two: Crimes Generated by Artificial Intelligence and Their Penalties 

Chapter One 

The Nature of Criminal Liability for Artificial Intelligence 

With the rapid advancement of artificial intelligence technologies and their spread across various fields, 
questions arise about the criminal liability for criminal acts that may result from these technologies. Artificial 
intelligence, with its growing capabilities in learning, analysis, and independent decision-making, could lead to 
unforeseen damages and crimes. 

In this chapter, the concept, characteristics, and elements of criminal liability will be clarified in the first 
requirement, followed by an explanation of the concept of artificial intelligence in the second requirement. 

The First Requirement 

The Concept, Characteristics, and Elements of Criminal Liability 

Criminal liability is a type of legal liability arising from committing a legally prohibited act. It is characterized by 
several features that distinguish it from other types of legal responsibility. Criminal liability can be defined as 
the obligation of a person to bear the legally prescribed punishment as a result of committing a criminal act. 
This obligation arises from the presence of three essential elements of the crime: the material element, the 
moral element, and the legal element. Criminal liability is punitive, aiming to impose penalties on the person 
responsible for the crime. It is also universal, not limited to a specific group, but includes all individuals who 
commit crimes. 

The Concept of Criminal Responsibility 

Criminal responsibility refers to "the ability of an individual to bear the consequences of his actions and be held 
accountable for them. It also means that the person is obligated to bear responsibility for the crime he 
committed and is required to bear the punishment stipulated by law for this crime. It can also be defined as an 
obligation to bear the legal consequences and results that arise from proving all the elements of the crime, and 
these obligations are either a penalty or a precautionary measure determined by law for those who are proven 
to be involved in that crime." 
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It is “the right that a person has to bear the criminal penalty stipulated by law as a result of a crime he committed, 
whether this penalty is an actual penalty or a precautionary measure .” 

It means that the person is obligated to bear the legal consequences of his actions if all the elements of the 
crime are present. This responsibility is applied by imposing a penalty or taking a precautionary measure under 
the law against the person responsible for the crime, as it is assumed that there is a crime and that all its elements 
are met for criminal responsibility to exist, whether it is a serious crime, misdemeanor or violation, and whether 
it was fully planned or executed suddenly. Therefore, responsibility is not part of the elements of the crime 
itself, but rather it is a result of the availability of all the elements of the crime .” 

Characteristics of Criminal Responsibility in the Context of Artificial Intelligence 

The characteristics of criminal responsibility in the context of artificial intelligence are as follows: 

No Responsibility without a Crime: There must be a crime committed for criminal responsibility to arise. 

Criminal Responsibility is Personal: Responsibility is attributed to the individual who committed the crime. 

Criminal Responsibility Relates to Public Order: It concerns the public order and the enforcement of 
societal rules. 

Criminal Responsibility Depends on Criminal Capacity: The individual must have the capacity to be held 
criminally responsible. 

Exemptions from Criminal Responsibility Are Specifically Defined: There are specific and limited 
conditions under which an individual can be exempt from criminal responsibility. 

Criminal Penalties Are Not Limited to Punishment: The penalties can include various forms of corrective 
measures beyond mere punishment. 

Elements of Criminal  

Responsibility 

The Material Element of Criminal Responsibility 

The material element in criminal responsibility, especially in the context of artificial intelligence, consists of 
several components: 

Criminal Behavior 

This refers to actions performed by the accused person that are punishable by law. This criminal behavior must 
manifest in an external act; as criminal law does not deal with intentions or bad motives unless they are 
manifested in an external action. Criminal behavior is one of the main components of the material element, 
encompassing all types of crimes, whether intentional or unintentional, complete or incomplete. The penal rule 
states that there is no crime without material behavior. 

Criminal Result 

This is the dangerous outcome that causes a change in the external world. The criminal result contains two 
intents: material intent and legal intent. Material intent refers to the physical result itself, such as loss of life, 
while legal intent refers to a threat to a legally protected interest. 

Causal Relationship 

There must be a causal link between the criminal behavior of the accused (in this case, the artificial intelligence) 
and the damage, crime, or danger (the criminal result). The existence of this causal relationship is necessary to 
prove the material element, thus the criminal behavior executed must be the actual cause of the harmful criminal 
result. 
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This structure highlights the critical need to understand how artificial intelligence integrates into the existing 
framework of criminal responsibility, ensuring that accountability and legal standards are appropriately 
maintained in the evolving technological landscape. 

Section Two: The Moral Element in Criminal Liability 

The moral element is the notion that, in accordance with jurisprudential, legislative, and judicial approval, the 
moral element or purposeful conduct must exist as a fundamental basis for imposing criminal culpability. It is 
not sufficient to demonstrate that the individual was responsible for the material component of the crime; 
rather, there needs to be evidence of a moral failing that can be placed on this individual or of a psychological 
connection between the material element and the offender. 

In other words, the accused cannot be held accountable for a crime based only on evidence of contributing to 
the occurrence of the material element of the crime, but it must also be proven that he had bad intentions or a 
psychological link that links him to the material act he committed. This principle aims to ensure the justice of 
punishment and avoid unfairly accusing people of crimes they did not commit with bad intentions. 

There must be additional factor pertaining to the accused person's psychological and spiritual qualities in 
addition to the material aspects of the crime. This component, referred to as the moral component, has to do 
with how the accused's outward actions correspond to his inner motivations and state. The moral component 
might be any of the two following types: 

Criminal Intent 

In this case, the perpetrator intends to carry out his criminal behavior and achieve the result associated with it, 
as the perpetrator has prior knowledge of the prohibited acts and the legal conditions related to them. 

Intentional Fault 

An intentional fault occurs when the perpetrator commits an act that contradicts the law without intending to 
achieve the prohibited result. This fault indicates a deviation of the perpetrator’s behavior from that of an 
ordinary person in similar circumstances and facts. It can result from negligence, recklessness, or non-
compliance with laws . When applied to artificial intelligence, if the fault arises due to the manufacturer's 
negligence in calibrating the robot's algorithms, or if a person is driving a self-driving car and a malfunction or 
change in the route occurs that the car cannot handle, resulting in a traffic accident, the moral element would 
be present due to an unintentional fault. 

The Second Requirement 

The Concept of Artificial Intelligence 

According to the World Intellectual Property Organization (WIPO) on intellectual property and artificial 
intelligence, "Artificial intelligence is a field of computer science that aims to develop machines and systems 
capable of performing tasks that are considered to require human intelligence, whether with limited human 
intervention or without human intervention. For the purposes of this document, artificial intelligence generally 
equates to narrow artificial intelligence." 

Some define artificial intelligence as "a part of computer science that aims to simulate cognitive abilities to 
replace humans in performing appropriate functions in a specific context, relying on intelligence, performing 
operations that depend on perception, thinking, and acting, and being able to store and use accumulated human 
experiences and knowledge in decision-making, thus having the ability to imagine, create, and understand visual 
matters." 

It is also defined as "a branch of computer science that focuses on studying and creating computer systems that 
display some forms of intelligence. These systems can make very useful inferences about the problem at hand, 
understand natural languages, or perceive live perceptions, among other capabilities that require intelligence if 
performed by a human." 
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In its simplest definitions, artificial intelligence is the ability of a machine to simulate the human mind through 
designed computer programs. Artificial intelligence can be defined as a field concerned with developing systems 
and technologies capable of performing tasks considered intelligent in a way that resembles human behavior. 
Artificial intelligence aims to design and build systems capable of processing information, making decisions, 
and solving problems in a manner that approaches or matches human performance. 

Some define artificial intelligence as "a part of computer science that aims to simulate a cognitive ability to 
replace humans in performing appropriate functions in a specific context based on intelligence, and to carry 
out operations that depend on perception, thinking and action, and can store accumulated human experiences 
and knowledge and use them in the decision-making process, and then the ability to imagine, create, understand 
and perceive visible matters ." 

It is defined as "a type of branch of computer science that is concerned with studying and forming computer 
systems that show some forms of intelligence, and these systems have the ability to draw very useful conclusions 
about the problem at hand, and these systems can understand natural languages or understand living perception 
and other capabilities that require intelligence if implemented by humans ." 

Artificial intelligence, in its simplest definition, is the ability of a machine to simulate the human mind through 
computer programs that are designed . 

Artificial intelligence can be defined as a field concerned with developing systems and technologies that have 
the ability to perform tasks that are considered intelligent in a way that resembles human behavior. Artificial 
intelligence aims to design and build systems that are able to process information, make decisions, and solve 
problems in a way that resembles or approaches human performance . 

When researchers talk about making machines behave like the machines in science fiction movies, this refers 
to the ambition to develop systems with superior capabilities that include self-learning, artificial thinking, 
communication, and intelligent interaction with the environment and humans. Although progress in these fields 
has achieved tangible results, there are still major challenges in achieving a level similar to the capabilities of the 
human mind . 

Today's computer has the ability to process numbers and solve complex mathematical problems quickly and 
accurately. However, there are still other aspects of human intelligence such as communication, social 
interaction, creative thinking, and deep learning that are considered a challenge for artificial intelligence. The 
human brain consists of a complex network of millions of interconnected neurons, and researchers indicate 
that imitating this level of complexity is beyond the capabilities of humans currently. 

Artificial intelligence is a science and a set of computational techniques that simulate the ways and means of 
using humans' nervous systems and bodies to sense, learn, and act. Although the development of artificial 
intelligence is still incomplete and cannot be predicted exactly, there has been remarkable progress in this field 
over the past sixty years. 

Artificial intelligence is defined as a field of computing that aims to develop programs and systems capable of 
performing behavior similar to human intelligence. Artificial intelligence aims to enable computers to perform 
tasks that require human intelligence, such as logical reasoning and complex problem solving. 

Chapter Two 

Crimes Arising from Artificial Intelligence and Their Penalties 

In the modern era, artificial intelligence has become increasingly prevalent in various fields of life. This 
technological advancement has become an integral part of contemporary society, used in diverse areas such as 
education, healthcare, and business. However, this technological development has not been without its risks 
and legal challenges, especially with the use of AI technologies. This has led to the emergence of new types of 
criminal behavior that differ from traditional crimes. Therefore, it has become imperative for legislators to 
address these crimes and stipulate appropriate penalties for them. 
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In this chapter, the crimes arising from artificial intelligence will be detailed in the first subsection, followed by 
the penalties associated with criminal responsibility for AI-induced crimes in the second subsection. 

The First Requirement 

Crimes Arising from Artificial Intelligence 

This requirement will outline the crimes arising from artificial intelligence and highlight their most prominent 
forms. 

Crimes Arising from the Actions of Robots  

A robot, also known as a "robotic human," is a mechanically programmed device designed to perform various 
tasks and activities, either through direct human direction or via computer programs. 

Despite the numerous benefits and features of robots, practical reality has shown the potential for crimes 
resulting from their actions. Autonomous lethal robots are among the examples, which can lead to criminal 
outcomes. The most common crimes resulting from robots include murder. Several incidents of killings by 
robots have occurred, and some notable cases will be highlighted. Additionally, we will discuss other crimes 
that may result from the actions of autonomous lethal robots: 

First: The Case of Robert Williams in 1979, Robert Williams died after being struck by a robotic arm while 
climbing a shelf at the Ford factory in Michigan, USA. His family sued the robot manufacturer for negligent 
design and failing to warn operators of potential risks associated with the robot's operation. The court awarded 
$10 million in damages, later increased to $15 million, which the company paid to Williams' family. 

Second: The Case of Wanda Holbrook This incident occurred at an auto parts factory where a robot killed 
a 57-year-old woman while she was monitoring and repairing robots. It was explained that the robots were 
placed in separate sections, but one of the robots managed to extend its arm and hit her head, causing her 
death. 

Third: The Case of a Volkswagen Factory Worker in 2015, a 22-year-old worker was killed while preparing 
a robot as part of a work team. He sustained severe injuries when the robot grabbed him and crushed him 
against a metal plate, resulting in his death. 

Crimes Arising from Self-Driving Cars and Drones  

This technology has been expanding for over a decade, including features such as parking assistance systems 
and motion and direction control systems. Questions arise about the incidents leading to fatalities, as drones 
are used for both military and civilian purposes. Police reports confirm that the use of drones in criminal 
activities is on the rise. 

The first license for a self-driving car was issued in Nevada, USA, in 2012. Subsequently, six other states allowed 
testing of these cars on their roads in 2015. Self-driving cars have also been tested in several European countries 
such as the UK, France, Germany, Spain, and the Netherlands in the same year. 

A significant shift towards reliance on self-driving cars is expected shortly. Tessla has developed an autopilot 
feature, and Google is also working on developing self-driving cars. There are rumors that Apple is working on 
a self-driving car, which may be launched between 2023 and 2025. 

On March 18, 2018, a woman named Elaine Herzberg was hit by a self-driving car operated by Uber. The car 
was in self-driving mode with a human driver in the front seat. At that moment, the car failed to recognize 
Elaine's movement and hit her. She was taken to the hospital but later died from her injuries. Elaine was the 
first victim of an accident involving a self-driving car. Other similar incidents have occurred, such as a smart 
Tesla car crashing into a white truck under the influence of bright sunlight. 

In addition, traffic violations may occur as a result of the operations of self-driving cars. Therefore, it should 
not be ruled out that there may be involuntary manslaughter or other crimes as a result of the operations of 
self-driving cars, and we must recognize that the technology is still being developed and tested, and it is 
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important to learn from these incidents and work to improve systems and enhance safety to ensure the highest 
levels of protection and safety in the field of self-driving cars. 

Among the known criminal crimes committed by self-driving cars, occurred in March 2018 when a woman 
named Herz Burg was hit by a self-driving car operated by Uber, resulting in her death due to the injuries she 
sustained. This was the first recorded death of a pedestrian due to a collision with a self-driving car. The accident 
occurred late in the evening of March 18, 2018, when the woman was crossing Mia Avenue from the west side 
to the east side outside the designated crosswalk near the highway. She was riding a bicycle and carrying shopping 
bags and crossed several lanes of traffic before she was struck by an Uber Volvo XC90 that was operating 
autonomously. The backup driver did not intervene for the lady's safety. 

Crimes resulting from the work of remotely operated drones 

In the military field, some countries such as the United States, China, Israel, South Korea, Russia, Australia, 
India, and the United Kingdom are allocating billions of dollars to develop war technology that uses artificial 
intelligence, and the use of autonomous weapons and programming these systems to make individual decisions 
using facial recognition technology. The danger lies in the fact that the machine is allowed to make decisions on 
matters of life and death, without human intervention except in the first stage, and governments and companies 
are developing drones and other advanced weapons that have the ability to choose their own targets and attack 
them without human control, in the event that the use of these killer robots is generalized in the military field, 
we will enter a dangerous phase; Machines do not care about any ethical considerations such as empathy and 
understanding, and make decisions based on blind algorithmic processes.  Although they are programmed by 
humans, in practice, applications often achieve technology in facial and voice recognition, for example, they may 
not recognize women, children, and people with disabilities. The chances of errors in use far exceed what 
happened in some battles under the name of killing by friendly fire. Because there are fatal errors for these 
robots, the most prominent of which is that when they choose a target, it is not clear whether they are able to 
distinguish between enemy soldiers and children playing with toy guns or between civilians fleeing the conflict 
site and rebels making a tactical retreat. These autonomous weapons do not know that they are making a mistake, 
unlike soldiers who can intervene to stop mistakes. This means that lethal autonomous weapons can never be 
fully programmed to replace human decision-making. 

The European Aviation Safety Agency defined it as individual system elements consisting of the UAV, the 
control station, other necessary system elements, command and control links, and launch and return elements. 

NATO defined it as: "An aircraft that does not carry a human element, capable of flying under remote control 
or autonomous flight programming, may be recoverable or expendable, and may carry a lethal or non-lethal 
payload, rotary or fixed-wing." 

The US Department of Defense defined it as a powered "aircraft" that does not carry a human element, can be 
operated remotely, may carry a lethal or non-lethal payload, and machines without a pilot, which is the basic 
part and component of systems without a "pilot." There are those who expanded the definition, such as the 
Federal Aviation Administration (FAA), the UAV as "a device used for flying without a pilot on board, and 
includes all categories of aircraft, helicopters and balloons that do not carry a pilot on board. 

Some Arab legislations have addressed the definition of drones. UAE Law No. (4) of 2020 regulating drones 
in the Emirate of Dubai defines drones as aircraft flying in the air without a pilot on board, including aircraft 
piloted by the naked eye, remotely piloted aircraft, and self-piloted aircraft. 

For example, in December 2018, Heathrow Airport in London was closed for 36 hours due to drones, a 
thousand flights were cancelled, and more than 120,000 people were affected, causing financial losses estimated 
at about 20 million pounds. In addition, Dubai International Airport was closed three times in 2016 due to 
drones, causing economic losses as a result of flight delays ranging from half an hour to an hour and a half. 

Therefore, despite technological progress, drones must be used with caution and organization to reduce risks 
and ensure the safety of individuals and the safety of air transport. The first time the idea of drones appeared 
was in wars and armed conflicts, for the purpose of conducting surveillance and reconnaissance operations. 

file:///C:/Users/Mano/AppData/Local/Temp/Temp1_paperswithpagenumbers.zip/ijor.co.uk


Al-Makaneen 

INTERNATIONAL JOURNAL OF RELIGION    913 

The first practical experiments were in England in 1917, and the first practical use of them was in the Vietnam 
War, and they were used in the October War of 1973. 

 Despite the advantages of drones and the benefits they achieve, the risks and crimes resulting from them have 
become more than enough to compete with the benefits, especially in the military field, where reliance on 
drones in armed conflicts has become within reach for most countries witnessing armed conflicts, including 
Yemen, for example, where a group was able to target Aramco deep in Saudi territory with drones, causing 
huge losses that stopped the company from working and affected global oil production by a decrease of about 
6%. 

We also remember what happened in Syria when the US-led international coalition forces carried out military 
strikes with the aim of eliminating ISIS, as American drones dropped three bombs on a large gathering of 
people in the village of Baghouz, east of Deir Ezzor Governorate, in March 2019, killing 80 people, most of 
whom were later found to be civilians, according to an investigation by the New York Times on October 13, 
2022. Local sources estimated that the number of victims exceeded 400 civilians and members of the 
organization, and the number, according to what Al Jazeera reported, is estimated at about three thousand 
people who were killed by the coalition forces and the Syrian Democratic Forces militia, as it published shocking 
images of the bodies of women, children and the elderly in the streets. Accordingly, the massive expansion in 
the technologies used in drones requires a new legal framework as it represents a real challenge to international 
law. 

The second Requirement 

Penalties Associated with Criminal Responsibility for AI-Induced Crimes 

The use of artificial intelligence spans numerous fields, from e-commerce and healthcare to self-driving cars 
and financial analysis. As human reliance on these technologies increases, so does the risk of errors or violations 
related to AI. Many legal and ethical questions arise concerning the responsibility for these violations, 
particularly criminal liability. Who is responsible for the potential damages that can occur due to AI behavior? 
Do developers bear full legal responsibility, or do users share part of it? What penalties are imposed on 
individuals or companies responsible for AI-related violations? 

This Requirement will outline these penalties and on whom they fall through two branches. 

Penalties Imposed on the Manufacturer 

The manufacturer of AI technology is the primary entity contributing to its creation and is thus the primary 
controller in programming and planning its operating systems. These systems must meet specific standards 
ensuring safety and security in case of loss of control. The rapid development of AI might lead it to a high level 
of autonomy in decision-making in the near future. Consequently, the manufacturer would bear criminal 
responsibility. Legislations should be established requiring manufacturers to adhere to standards in creating 
these technologies and imposing penalties for non-compliance. These penalties should correspond to the 
severity of the crime committed by the technology due to the manufacturer’s negligence in adhering to 
established regulations. 

Penalties Imposed on the Owner, User, or an Involved Third Party 

The owner or user of AI technology enjoys its benefits and has a direct relationship with it. They may misuse 
it for personal gain, resulting in criminal behavior punishable by law. The owner or user’s behavior can manifest 
in two forms: 

1. Crimes arising from the owner or user’s behavior: The criminal act’s existence depends on the behavior 
of the owner or user. In this case, they bear full criminal responsibility, and penalties are imposed on them. 

2. Crimes resulting from the joint behavior of the owner or user and a third party: Here, the 
responsibility is shared, and consequently, the penalty is shared. 
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CONCLUSION 

The spread of AI technologies across all fields of life and their competition with humans in performing tasks 
once exclusive to human intelligence—such as understanding natural language, automatic word and face 
recognition, speech production, intelligent image editing, and autonomous driving—indicates that we are 
surrounded by smart machines acting autonomously in ways that mimic human behavior. This necessitates 
regulating these technologies through legal texts, especially when their actions exceed legal boundaries, thereby 
establishing elements of legal responsibility, particularly criminal responsibility. 

For Jordan, one of the countries now required to adapt its legislative framework to this intelligent technological 
revolution, the applications of AI adopted by police systems in the traffic safety program, using video 
surveillance and automatic image analysis, are clear indicators that we are entering the era of smart cities. This 
demands the preparation of suitable legal texts for this situation, particularly in the field of AI crimes, and 
defining the rules governing criminal responsibility in this context. 

From this, the following key findings and recommendations can be drawn: 

The Results of the Study  

The study revealed that assigning criminal responsibility in these incidents poses significant challenges, 
particularly in determining the criminally liable party (manufacturer, software developer, owner, user, etc.) 
based on the circumstances of each incident. 

There is no legal framework in Jordan regulating criminal responsibility for AI crimes. 

Recommendations 

Establish clear criteria for determining criminal responsibility in each case, considering the roles of the 
manufacturer, software developer, owner, and user. 

Legislators should take the necessary steps to create legislation regulating AI technologies and their 
exploitation to benefit both the state and its citizens. This legislation would ensure the optimal use of AI 
capabilities in various fields to serve the public interest, considering the ethical and legal aspects associated 
with its use. 
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